Лекция 7.

Теория вероятности. Дискретные случайные величины.

Слайд 3.

Определение вероятности.

Основным понятием теории вероятностей является понятие **случайного события**.

**Случайным событием** называется событие, которое при осуществлении некоторых условий может произойти или не произойти.

Например, выпадение орла при подкидывании монеты.

Событие называется **достоверным**, если в результате испытания оно обязательно происходит.

Например, выпадение на игральной кости целого числа от 1 до 6.

**Невозможным** называется событие, которое в результате испытания произойти не может.

Пример, игральный кубик выпадет на ребро.

Случайные события образуют **полную группу**, если при каждом испытании может появиться любое из них и не может появиться какое-либо иное событие, несовместное с ними.

Пример. События «на кубике выпадет число 1», «на кубике выпадет число 2» , …, «на кубике выпедет число 6» образуют полную группу.

Рассмотрим **полную группу** равновозможных несовместных случайных событий. Такие события будем называть **исходами или элементарными событиями**.

Исход называется благоприятствующим появлению события А, если появление этого исхода влечет за собой появление события А.

Пример, событию «выпадение четного числа на игральном кубике» благоприятствуют исходы «выпадение 2». «выпадение 4», «выпадение 6».

Слайд 4.

Еще пример. В урне находится 8 пронумерованных шаров (1..8). Шары с цифрами 1, 2, 3 красные, остальные – черные. Появление шара с цифрой 1 (или цифрой 2 или цифрой 3) есть событие, **благоприятствующее** появлению красного шара.Появление шара с цифрой 4 (или цифрой 5, 6, 7, 8) есть событие,**благоприятствующее** появлению черного шара.

**Вероятностью** события **A** называют отношение числа **m** благоприятствующих этому событию исходов к общему числу **n** всех равновозможных несовместных элементарных исходов, образующих полную группу.

**Свойство 1**: Вероятность достоверного события равна единице

**Свойство 2**: Вероятность невозможного события равна нулю.

**Свойство 3**: Вероятность случайного события есть положительное число от 0 до 1.

Слайд 5.

**Дискретное вероятностное пространство -** пара из некоторого (не более, чем счетного) множества Ω и функции p:Ω→ℝ+ (Ω называется множеством элементарных исходов), ω∈Ω

— элементарным исходом, такая, что

**p** - **дискретная вероятностная мера, или дискретная плотность вероятности**.

Множество A ⊂ Ω называется **событием**.

вероятность события равна сумме вероятностей входящих в него элементарных исходов.

**- функция распределения** случайной величины.

Т.е. такая функция значение которой в точке x равно вероятности события то есть события, состоящего только из тех элементарных исходов, для которых

Пример, для игральной кости F3(x)=Р(Х≤3) – то есть вероятность выпадения очков меньшего или равного 3.

Слайд 6.

**Пример №1** (Игральная кость) Множество исходов Ω={1,2,3,4,5,6}. p(i)=1/6.

A={1,2,3} : p(A)=1/6+1/6+1/6=3/6=1/2. Вероятность выпадения одного из трех чисел из множества A равна одной второй.

B={2,4} : p(B)=1/6+1/6=2/6=1/3. Числа 2 или 4 выпадут с вероятностью одна треть.

**Пример №2** (Бесконечное вероятностное пространство)

Пусть задано множество следующих элементарных исходов: выпадение орла на i-ом подбрасывании честной монеты в первый раз.

Тогда вероятность исхода с номером i равна:

Вероятности этих событий образовывают убывающую геометрическую прогрессию с знаменателем прогрессии равным ½. Тогда сумма вероятностей=сумме убывающей прогресси вычисляется по формуле

Так как сумма всех элементарных исходов равна 1, то это множество является вероятностным

Слайд 7

Введем понятие случайной величины.

**Случайная величина** — переменная, значения которой представляют собой исходы какого-нибудь случайного феномена или эксперимента.

И обозначим как

Простыми словами: это численное выражение результата случайного события.

Далее рассмотрим примеры распределений случайных величин.

1.Случайная величина **X** имеет **распределение Бернулли**, если она принимает всего два значения: 1 и 0 с вероятностями p и q=1−p соответственно. (q=1−p так как сумма всех событий равна 1

Вычислим функцию распределения такой величины.

Слайд 8.

2. Биноминальное распределение

Случайная величина с таким распределением имеет смысл числа к успехов в n испытаниях схемы Бернулли с вероятностью успеха p в каждом испытании. То есть когда производится n однотипных независимых опытов, в каждом из которых может появиться интересующее нас событие A, причем известна вероятность этого события P(A) = p. Требуется определить вероятность того, что при проведении n испытаний событие A появится ровно k раз.

Пример. n раз подкинули монету. Какова вероятность выпадения орла ровно к раз. Важно, что вероятность появление орла в каждом испытании одинаковая.

Вероятность считаем по формуле

![Формула Бернулли](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJUAAAAWCAMAAAD+WC4LAAAAGXRFWHRTb2Z0d2FyZQBBZG9iZSBJbWFnZVJlYWR5ccllPAAAADBQTFRFAAAAHR0dHx8fUVFRUlJSW1tbjIyMoaGhsrKytLS0zs7O29vb5+fn8/PzAQEBAAAAs4U6vgAAABB0Uk5T////////////////////AOAjXRkAAAIMSURBVHjazFaBjsMgCMU5mK3z+v9/e6C1xarVLHfJzLJkjMLz8YDC9o0H/j7kAjbMGbte/4BqQ5o19rx6qIIpopB5T4MK1k0au16CyhuQoynGiIIAXBtlm34+/Fx4rMHABUTDGOzPimVhsxekeCRfWFGjKBrBkhz8xUm8DbVzw0irRecf74bXjspJ2AOCN/ulUN1k4ax3ioh/E0aG63q3jAJgERyxVIIhe8FBSbxnCSZY6iqtKh+dil1qVC2jWMomyF6wZTze4JEfT85YdHs4vOltRXQwjj+rMIf8KDPBzyljlDGhi8SyvF9vdfHdCzIL3qgC0lm0k0K6KeF5pU2UgqJRzrj8vB5vofEwJlaDJJNKBAuKrMPr7EFU1VCyIqyEhXCcjHgB152K4USc8Su1dGf7lYScIljUyupkVlqvToxcokomi8ONcxXMgYo5VNnumhCbUzYl97pNsobdCFV5FxWG0emIdFPBDqr4dFGKlIzup4yg8teWzzB5YGgB3PVgqqC/eERKykvHX6qzuqgotYFaACl/RMS3IhrPK5+SYblGJLKaGbmC4Yk4epOhNFb1Akhl3wcG0MxsT31M5RrBpwWo+APjR0sVqgXQeUWYWM/XKMVqqCo7iUovgEq9s6B0lG7y4XuRQlUsAP/p+5WK0q05jt5LQenwugA+OToKQRsWz0Gc5uqLzq8AAwBf+KbGdLw7BwAAAABJRU5ErkJggg==)

где *Cnk* — число сочетаний, *q* = 1 − p.

Ckn=n!/(n−k)!⋅k!.

Результаты можно записать в виде таблицы.

Слайд9.

3. Распределение Пуассона

Распределение Пуассона моделирует случайную величину, равную числу событий, произошедших за фиксированное время, при условии, что данные события происходят с некоторой фиксированной средней интенсивностью и независимо друг от друга.

Пример. Время прибытия автобуса, если интервал между ними равен некоторой фиксированной величине.

Параметр λ часто называется интенсивностью, а функция p(k), введённая выше, действительно является функцией вероятности ,так как сумма всех вероятностей равна 1. Это следует из разложения экспоненты в ряд Тейлора

И если подставить это разложение в формулу Пуассона , то сумма всех дробей станет равна . и умножив ее на получим 1.

Слайд 10.

**Условная вероятность** — вероятность одного события при условии, что другое событие уже произошло.

Например, в урне находятся 3 белых шара и 2 черных. Из урны вынимается один шар, а затем второй. Событие В – появление белого шара при первом вынимании. Событие А – появление белого шара при втором вынимании.

То есть надо вероятность **совместного** появления двух зависимых событий разделить на вероятность события В.

Слайд 11.

Если событие А может произойти только при выполнении одного из событий ![https://function-x.ru/chapter10-2/bf001.gif](data:image/gif;base64,R0lGODlhYQAYAPAAAP///wAAACH5BAEAAAAALAAAAABhABgAAAKPhI+py+0Po5y02ouz3rz7D4aiF5RlZp7jlAbs4WIxMK/QXDs4CtvSfkPkXj3fozZcAC9LY6OpM2lSzps0gpQJq89tsGjJcpXe41ZFNOCSPrGuzGa4Y3GR+9kq0+Kt5LqrBoamlKfmUqeQg2gGxiQz+BXI0xjGs6g3RTMmp8kCyXS1mXB4KWp6ipqqusqqUQAAIf8LTWF0aFR5cGUwMDH/BQEABQJEU01UNQAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAINCAAMAGwAACwEAAgCIMQAAAQEACgIAgiwAAwAbAAALAQAAAQEACgIAg0IAAwAbAAALAQACAIgyAAABTgEACgIAgiwAAwAbAAALAQAAAQEACgIAgi4AAgCCLgACAIIuAAIAgiwAAwAbAAALAQAAAQEACgIAg0IAAwAbAAALAQACAINuAAABAQAAAAAh/wtNYXRoVHlwZTAwMgYIAAAAAAAAOw==) , которые образуют полную группу несовместных событий, то вероятность события А вычисляется по формуле

![https://function-x.ru/chapter10-2/bf010.gif](data:image/gif;base64,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)

которая и называется *формулой полной вероятности*.

События ![https://function-x.ru/chapter10-2/bf001.gif](data:image/gif;base64,R0lGODlhYQAYAPAAAP///wAAACH5BAEAAAAALAAAAABhABgAAAKPhI+py+0Po5y02ouz3rz7D4aiF5RlZp7jlAbs4WIxMK/QXDs4CtvSfkPkXj3fozZcAC9LY6OpM2lSzps0gpQJq89tsGjJcpXe41ZFNOCSPrGuzGa4Y3GR+9kq0+Kt5LqrBoamlKfmUqeQg2gGxiQz+BXI0xjGs6g3RTMmp8kCyXS1mXB4KWp6ipqqusqqUQAAIf8LTWF0aFR5cGUwMDH/BQEABQJEU01UNQAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAINCAAMAGwAACwEAAgCIMQAAAQEACgIAgiwAAwAbAAALAQAAAQEACgIAg0IAAwAbAAALAQACAIgyAAABTgEACgIAgiwAAwAbAAALAQAAAQEACgIAgi4AAgCCLgACAIIuAAIAgiwAAwAbAAALAQAAAQEACgIAg0IAAwAbAAALAQACAINuAAABAQAAAAAh/wtNYXRoVHlwZTAwMgYIAAAAAAAAOw==) также называются гипотезами, они являются исключающими друг друга. Поэтому в литературе можно также встретить их обозначение не буквой *B*, а буквой *H* (hypothesis).

**Формула полной вероятности** позволяет вычислить вероятность интересующего события через условные вероятности этого события в предположении неких гипотез также вероятностей этих гипотез.

В общем виде:

Слайд 12.

Пример на полную группу событий. (Это для лучшего понимания слайда 3)

**Полной группой событий** называется система случайных событий такая, что в результате произведенного случайного эксперимента непременно произойдет одно из них.

Пример: предположим, проводится подбрасывание монеты. В результате этого эксперимента обязательно произойдет одно из следующих событий:

Слайд 13.

**Формула Байеса**

Доказательство получается из формулы условной вероятности

.

Слайд 14

Для характеристики случайных величин используют несколько понятий.

**Математическое ожидание** — понятие среднего значения случайной величины в теории вероятностей.

Пусть X - дискретная случайная величина:

Тогда её математическое ожидание:

Пример: пусть случайная величина имеет дискретное равномерное распределение

Тогда

Для независимых случайных величин справедливы формулы:

Слайд 15.

**Дисперсия случайной величины** — мера разброса данной случайной величины, т.е. её отклонения от математического ожидания.

или то же самое

Свойства дисперсии

1. Дисперсия любой случайной величины неотрицательна
2. Если дисперсия случайной величины конечна, то конечно и её математическое ожидание
3. Если случайная величина равна константе, то её дисперсия равна нулю

Для независимых X1, … , Xn справедливо:

Слайд 16.

**Момент случайной величины** — еще одна числовая характеристика распределения данной случайной величины.

Если дана случайная величина **X**, определённая на некотором вероятностном пространстве, то, если математическое ожидание в правой части этого равенства определено:

- k-ый начальный момент случайной величины X. Или если раскрыть формулу математического ожидания, получим

- k-ый центральный момент случайной величины X

Здесь, по сути, рассматривается не сами значения случайной величины, а их квадраты или кубы или к-ая степень

Слайд 17.

**Независимость событий и случайных величин**

**Два случайных события** называются **независимыми**, если наступление одного из них не изменяет вероятность наступления другого.

Аналогично, **две случайные величины** называют **независимыми**, если значение одной из них не влияет на вероятность значений другой.

**Попарная независимость**

**Независимость в совокупности**

Очевидно, что из независимости в совокупности следует независимость попарная (наоборот неверно). Проверьте это для событий из примера.

Пусть брошены три уравновешенные монеты. Определим события следующим образом:

Слайд 18.

Две случайные величины X,Y **независимы** тогда и только тогда, когда:

Пусть случайные величины X,Y дискретны.

Тогда они **независимы** тогда и только тогда, когда

**Notebook**

Рассмотрим реализацию некоторых функций по данной теме в Python

Генерируем случайную величину.

Это можно сделать разными способами

In [3]:random\_number = random.random()

print(random\_number)

0.1500075454077694

In [4]:np.random.random(10)

Out[4]:array([0.09454063, 0.10906679, 0.58191014, 0.78630537, 0.96025796,

0.27957416, 0.22162542, 0.2208783 , 0.0827468 , 0.30302523])

Или

In [9]:print(np.random.randint(low=1, high=7, size=(5, 4)))

[[5 6 6 2]

[1 3 2 5]

[6 6 6 3]

[4 1 1 6]

[3 3 5 4]]

Здесь задается интервал (причем ДО второй координаты не включительно) и размер.

А можно если требуется сгенерировать числа, сумма которых равна 1. Для этого считаем сумму и каждое число делим на эту сумму.

In [7]:list\_of\_random\_floats = np.random.random(100)

sum\_of\_values = list\_of\_random\_floats.sum()

normalized\_values = list\_of\_random\_floats / sum\_of\_values

print(sum\_of\_values)

print(normalized\_values.sum())

45.19522457747308

1.0

Можно выбирать направление и импортировать функцию choice выбирающую одно напраление

In [17]:possible\_destinations = ["Berlin", "Hamburg", "Munich",

"Amsterdam", "London", "Paris",

"Zurich", "Heidelberg", "Strasbourg",

"Augsburg", "Milan", "Rome"]

print(choice(possible\_destinations))

Paris

Или несколько направлений

In [18]:x1 = choice(possible\_destinations, size=3)

print(x1)

x2 = choice(possible\_destinations, size=(3, 4))

print(x2)

['Paris' 'Heidelberg' 'Berlin']

[['Berlin' 'Zurich' 'Augsburg' 'Heidelberg']

['Rome' 'Milan' 'Milan' 'Zurich']

['Augsburg' 'Augsburg' 'Amsterdam' 'London']]

**Распределения случайных величин**

Импортируем из библиотеки

**from** **scipy.stats** **import** \*

**Бернулли**

In [75]:p=0.4

rv = bernoulli(p)

вычисление математического ожидания и дисперсии

In [79]:rv.stats()

Out[79]:(array(0.4), array(0.24))

Начертить функцию распределения можно так

In [105]:x = np.linspace(-0.1, 1.1, 100)

cdf = bernoulli.cdf(x, p)

In [106]:plt.plot(x, cdf)

plt.show()

Начертить плотность распределения

In [66]:x = [0, 0.5, 1]

**for** xx **in** x:

prb = bernoulli.pmf(xx, p)

print(prb)

0.6

0.0

0.4

**Биномиальное**

In [92]:p=0.5

n=10

rv = binom(p, n)

In [95]:mean, var, \_, \_ = binom.stats(n, p, moments='mvsk')

print(mean, var)

5.0 2.5 - математическое ожидание и дисперсия

In [109]:data=binom.rvs(n=17,p=0.7,loc=0,size=1010)

ax=seaborn.distplot(data,

kde=**True**,

color='pink',

hist\_kws={"linewidth": 22,'alpha':0.77})

ax.set(xlabel='Binomial',ylabel='Frequency')

Out[109]:[Text(0, 0.5, 'Frequency'), Text(0.5, 0, 'Binomial')]

**Пуассоновское**

In [117]:mu = 0.6

mean, var, \_, \_ = poisson.stats(mu, moments='mvsk')

print(mean, var)

0.6 0.6

In [118]:s=np.random.poisson(5, 10000)

plt.hist(s, 16, density=**True**,color='Green')

plt.show()

**Генерация с заданными вероятностями**

In [122]:elements = [1.1, 2.2, 3.3]

probabilities = [0.2, 0.5, 0.3] - это заданные вероятности

np.random.choice(elements, 10, p=probabilities)

Out[122]:array([2.2, 1.1, 1.1, 3.3, 2.2, 1.1, 1.1, 2.2, 2.2, 2.2])

**Домашнее задание**

**Задание 1**[**¶**](https://render.githubusercontent.com/view/ipynb?commit=b12ceaccde67584bcaca245828be026c109d94cd&enc_url=68747470733a2f2f7261772e67697468756275736572636f6e74656e742e636f6d2f72747269616e676c652f4e65746f6c6f67792d636f757273652f623132636561636364653637353834626361636132343538323862653032366331303964393463642f686f6d65776f726b2d372e6970796e62&nwo=rtriangle%2FNetology-course&path=homework-7.ipynb&repository_id=219369240&repository_type=Repository#%D0%97%D0%B0%D0%B4%D0%B0%D0%BD%D0%B8%D0%B5-1)

Монетку подбрасывают 15 раз, найдите вероятность выпадения простого числа (решение на бумажке и на python).

**Задание 2**

Создайте свою дискретную случайную величину с не менее, чем 10 значениями. Просемплируйте 1000 случайных значений, постройте гистограмму плотности распределения по выборке, посчитайте среднее, дисперсию и медиану.

**Задание 3**

Задача с 17-го слайда лекции про 3 монеты. Покажите, почему 3 события являются попарно независимыми, но **не** являются независимыми в совокупности.

**Задание 4 (формула полной вероятности)**

В магазин привезли устройства с 3-х разных предприятий. Соотношение устройств следующее: 20% - продукция первого предприятия, 30% - продукция второго предприятия, 50% - продукция третьего предприятия; далее, 10% продукции первого предприятия высшего сорта, на втором предприятии - 5% и на третьем - 20% продукции высшего сорта. Найти вероятность того, что случайно купленная новая продукция окажется высшего сорта.